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Abstract. In this review we concentrate on the behavior of Ultra-Low Frequency (ULF) Pc 5 waves in the terrestrial magnetosphere, including the dayside, flanks, and magnetotail. Theory allows us to predict how the waves are excited, couple from one mode to another, and are damped. The details depend upon the equilibrium in which the waves exist, and have led to the development of “magnetospheric seismology” which compares the predictions of theory with observations. Throughout this article we show how observations and theory can give a remarkably consistent picture of the ULF waves in the magnetosphere, and the underlying structure of the magnetosphere itself. It is also demonstrated how the global nature of MHD waves brings together traditionally diverse and separate areas of study such as magnetopause stability, magnetosphere-ionosphere coupling, substorms, current circuits, and auroral arc formation as different aspects of a unified view of the dynamic magnetosphere.

1. Introduction

The global scale time-dependent behavior of the magnetosphere is naturally described in terms of MHD waves. As these waves propagate they transport energy throughout the system, couple different regions together and form part of the magnetospheric current circuit. Theory and observations of ULF waves have a tradition of developing together and provide much insight and understanding of the magnetosphere. A historical review is given by Hughes [1994]. The origins of theory date back to Dungey’s [1954; 1967] consideration of MHD waves in a cold axisymmetric magnetic field. In this case only the fast and Alfvén modes exist, and were shown to decouple when the waves fields are axisymmetric (i.e., the azimuthal wavenumber \( m = 0 \)).

The Alfvén mode is analogous to a wave on a nonuniform string, and transports energy strictly along the background field direction, as well as a field aligned current carried by electron motion. The fast mode is somewhat similar to a sound wave, and is able to propagate and transport energy isotropically. The decoupled fast mode is similar to a radial ‘breathing’ motion of the magnetosphere, whereas the decoupled (toroidal) Alfvén wave is similar to an axisymmetric twisting motion of the entire L-shell. Often the latter are standing waves having nodes of displacement in the ionosphere. (There also exists a large-\( m \) poloidal Alfvén mode – see Radoski, [1967].) Further properties of these modes and their polarizations are described in the review by Wright [1994].

For small azimuthal wavenumbers the (toroidal) Alfvén modes are coupled to the fast mode, but thedecoupled modes can yield considerable insight and can provide the leading order solution. Dungey [1954; 1967] showed how the Alfvén waves on each L-shell were decoupled from one another, and so a set of natural Alfvén frequencies \( \omega_A(L) \) can be defined for each L-shell. If the fast mode has a coherent oscillation, special field lines exist where the fast mode frequency matches the Alfvén frequency \( \omega_A(L) \) and efficient energy transfer from the fast mode to the Alfvén mode can occur via a process known as field line resonance (FLR). This was originally solved for the “box” model magnetosphere [Southwood, 1974] who showed the presence of a singularity in the wave fields at the resonant field line. Chen and Hasegawa, [1974] considered a similar situation, but for a dipole magnetic field geometry. By considering the equilibrium field lines to be locally straight they also found the resonant singularity, which has subsequently been demonstrated in more general magnetic geometries [see Wright and Thompson, 1994, and references therein].

The coupling process is analogous to the excitation of a simple harmonic oscillator, the driven localised discrete frequency Alfvén waves showing an amplitude maximum and a 180° phase change with latitude across the resonant field line [Southwood, 1974; Chen and Hasegawa, 1974]. The fast-Alfvén wave coupling in these FLRs can be very efficient in the low-\( m \) regime, the strongest coupling occurring for \( m \sim 3 \) [e.g., Allan et al., 1986a; Kivelson and Southwood, 1986; Zhu and Kivelson, 1988]. As we shall see in this article, the picture described above has been developed extensively over the last two decades to accomodate observations of ULF waves in magnetospheric waveguides, wave coupling on open field lines, and auroral electron acceleration.

Section 2 focuses on the traditional closed “cavity” model of the magnetosphere. Section 3 examines the excitation, character, and ULF wave modes supported by the dayside/flank waveguide including the FLRs driven by outer magnetospheric waveguide modes. Section 4 examines the waves supported by the nightside magnetotail waveguide and the dynamics of mode coupling, relating the wave characteristics to auroral arc signatures. Note that these field
lines are (effectively) ‘open’ and the details of mode coupling are different to those on closed field lines. Section 5 examines finite perpendicular scale Alfvén waves carrying intense field-aligned currents, and examines the relationship between ULF wave fields and the acceleration of auroral electrons. Finally, section 6 summarises and concludes our review.

Figure 1. H-component ground-based magnetometer time-series from selected stations in the IMAGE array from March 8th 1994. Time-series as a function of UT are stacked in order of decreasing latitude, and the data have been bandpass filtered between 100s and 1000s period (taken from Mathie and Mann, [2000a]).

Figure 2. H-component ground-based magnetometer power spectra from selected stations in the IMAGE array from March 8th 1994 between 0610 and 0810 UT. Spectra are stacked in order of decreasing latitude, and the spectra have been whitened by multiplying by frequency (taken from Mathie and Mann, [2000a]).

Figure 3. H-component ground-based magnetometer amplitude and phase as function of latitude for 4 discrete wave frequencies from the IMAGE magnetometer array between 1145 and 1345 UT on March 6th 1995. (taken from Mathie and Mann, [2000a]).

Figure 4. A cross-section of the magnetosphere and magnetotail in the equatorial plane, viewed from above the north pole. The wiggly arrows represent fast mode waves which are trapped between the magnetopause and an inner turning point.

2. Field Line Resonances and Cavity Modes.

2.1. Discrete Frequency Field-line Resonances.

On the dayside, early ground-based magnetometer observations of magnetic pulsations in the Pc5 band by Samsen et al., [1971] showed polarisation was characterised by propagation away from noon down both flanks. An amplitude maximum, polarisation reversal, and 180° phase change with latitude were also observed, being later explained by FLR theory [see also Walker et al., 1979]. This tied the FLR excitation to a solar wind source, but since discrete frequency FLRs were observed a mechanism was
required to generate preferred oscillation frequencies in the magnetosphere.

Early suggestions [Southwood, 1974; Chen and Hasegawa, 1974] proposed a Kelvin-Helmholtz (K.-H.) surface wave driver, and studies such as that by Walker, [1981] demonstrated how a finite width magnetopause velocity shear layer can generate a somewhat broad peak in linear growth rate as a function of azimuthal (down-tail) wavelength ($k_y m_a d \approx 0.6$, where $d$ is the half-width of the velocity shear layer). This translates to wave periods $T \sim 10d/V_a$, where $V_a$ is the velocity shear. To produce reasonable periods (320 s) requires a rather thick LLBL (1RE) and slow flow (200 km/s), but this corresponds to a somewhat larger azimuthal wavenumber ($m \approx 15$) than is observed.

Most FLRs have a low m value ($\approx 4$), mHz frequencies and a distinct amplitude peak that is localized in L-shell [e.g., Samson et al., 1971, 1991a; 1991b; 1992a; 1992b; Walker et al., 1992]. These studies showed two or more FLRs (with different frequencies and L-shells) can exist simultaneously, and indicates that the K.-H. surface wave cannot be the only energy source. Figure 1, taken from Mathie and Mann, [2000a], shows the structure of Pc5 ULF wave pulsations in the H-component (magnetic north-south) from the IMAGE ground-based magnetometer array [Lühr, 1994] in the morning local time sector during a fast solar wind speed interval ($\sim 750$ km/s as observed by IMP8). Figure 2 shows the frequency spectra between 0610UT and 0810UT for the data in Figure 2, verifying the existence of multiple, latitude-independent discrete spectral peaks.

Figure 3, also taken from Mathie and Mann, [2000a], shows another example of discrete frequency FLRs. The amplitude and phase structure of 4 discrete frequency pulsations are shown as a function of latitude, again as measured by the IMAGE array. The expected FLR amplitude peak and phase change with latitude are apparent in the figure; lower discrete frequency amplitude peaks occur at a higher latitudes as expected for an Alfvén continuum whose frequency decreases with increasing L.

Observations such as these can be explained by cavity mode theory [Kivelson et al., 1984]. Discrete fast compressional modes are trapped between a wave turning point inside the magnetosphere and an outer reflecting boundary such as the magnetopause [Kivelson and Southwood, 1985; 1986], or alternatively the bow shock, [e.g., Harrold and Samson, 1992]. In this model, the natural frequencies of the magnetospheric cavity determine the spectral structure of the discrete fast modes and hence the discrete frequencies of the resulting driven FLRs.

2.2. Magnetospheric Cavity Modes

The cavity mode model of field line resonances (FLRs) described above has met with considerable success. In this scenario, the magnetosphere is assumed to be a closed axisymmetric cavity which can trap discrete frequency fast mode energy [Kivelson et al., 1984] and allow it to excite discrete frequency standing Alfvén waves. However, the fact the fast mode energy generally propagates from the sunward side into the tail led to the proposal that magnetospheric flanks behave more like waveguides [Samson et al., 1992; Walker, 1992; Wright, 1994]. A simple model of dayside/flank waveguides is shown in Figure 4, which represents a slice in the equatorial plane viewed from above the north pole. The waves indicated represent propagating fast modes that are trapped between an outer reflection point (the magnetopause) and an inner reflection point (or turning point). Clearly, energy entering on the dayside can propagate around the flanks and exit into the tail - unlike in the cavity model. Each flank can be thought of as an independent waveguide, and can be modelled simply as the box model when no periodicity is imposed.

Figure 5. A section of magnetosphere on the dusk flank is modeled as a straight waveguide whose outer boundary is the magnetopause. The radial and azimuthal directions are represented by $x$ and $y$, respectively.
in $y$. Such a waveguide is shown for the dusk flank in Figure 5. This should be a reasonable model of the flank region, but not the tail (where a different model is adopted).

In the cavity model, it is fast cavity modes that are thought to couple energy into standing Alfvén waves [Kivelson and Southwood, 1985; Allan et al., 1986a; Lee and Lysak, 1989]. In the waveguide model, it is fast waveguide modes which excite Alfvén waves, so it is important to understand how these modes can be excited, how they propagate and disperse along the waveguide, and how they couple to Alfvén waves.

3.1. Waveguide Mode Excitation

The energy source of ULF waves in the magnetosphere can be traced back to the kinetic energy of the solar wind. This energy must cross the magnetopause before it can exist in the form of a flank waveguide mode on terrestrial field lines. The main processes through which waveguide modes are excited are the same as cavity modes:

1. An impulse in solar wind dynamic pressure: Rickard and Wright [1994] showed how a localised push on the magnetopause could excite waveguide modes which couple to Alfvén waves.

2. Random buffeting of the magnetopause by fluctuations in the solar wind: Broad-band buffeting of a cavity preferentially excites the natural cavity modes [e.g., Southwood and Kivelson, 1990; Konznetsov and Lotko, 1995; Wright and Rickard, 1995], and this would also be expected to apply to waveguides.

3. The transfer of magnetosheath kinetic energy across the magnetopause by the Kelvin-Helmholtz instability: This was the original mechanism proposed by Southwood [1974] and Chen and Hasegawa [1974] in the context of the surface mode. Simulations show that this mechanism can also excite waveguide modes too [Mann et al., 1999; Mills et al., 1999].

4. Coherent dynamic pressure oscillations in the solar wind have also been suggested as a driver for Pc5 pulsations [Prikryl et al., 1999; Kepko et al., 2002; Stephenson and Walker, 2002], although it is not clear what determines these frequencies. However, even in this case, the accumulation of wave energy in the flank waveguide depends upon the natural frequencies of the waveguide [Mills and Wright 1999; Walker, 2002].

Once fast modes have been established in the magnetosphere the magnetopause is required to reflect and trap them in the waveguide.

3.2. Magnetopause Boundary Condition

Early models of the magnetopause assumed a perfect reflector [e.g., the cavity models of Allan et al., 1986a; 1986b; Lee and Lysak, 1989; and the waveguide model of Wright, 1994] and produced results that supported the idea of fast modes being trapped in the magnetosphere. The typical change in density across the dayside magnetopause actually provides a leaky boundary [e.g., Walker, 1998; Mann et al., 1999; Mann and Wright, 1999; Freeman, 2000], but it is now recognised that the jump in flow velocity completely changes the nature of the boundary [Walker, 1998; Mann et al., 1999; Mills et al., 1999].

Figure 6 illustrates the situation for moderate solar wind speeds (upper panel): The slow flow in the vicinity of the sub-solar stagnation point persists over the dayside, and results in a leaky boundary. The flow increases to moderate speeds on the flanks, and the boundary here becomes perfectly reflecting. If the solar wind is faster (lower panel), leaky and perfectly reflecting sections are confined to nearer local noon. The flanks now have a fast flow speed which makes the boundary here over-reflecting. Over-reflection means a fast mode inside the magnetosphere which is incident upon the magnetopause will be reflected with increased amplitude - thus increasing its energy. There is also a transmitted in the magnetosheath which is a negative energy wave, and has the effect of removing energy from the sheath flow to balance that supplied to the reflected magnetospheric wave. When the magnetosphere is of finite size, this results in the temporal growth of the magnetospheric fast mode [Mann et al., 1999; Mills et al., 1999]. Indeed, the peak growth rate of the instability can be considered to be the bounded equivalent of the spontaneous emission of sound from a shear flow boundary [see e.g., Landau and Lifshitz, 1987; Mills and Wright, 1999]. The onset of instability can be described as the point at which stable negative and positive energy modes coalesce into solutions with complex frequency, one root representing the unstable mode [cf. Cairns, 1979; Mills et al., 1999]. This provides a natural explanation for the well-known preferential flank Pc5 FLR occurrence peak [e.g., Anderson et al., 1990; Cao et al., 1994; Baker et al., 2003].
In a time-dependent scenario the system is better viewed in terms of propagating wave-packets rather than normal modes. In this case it can be argued that the instability is best described through the work done by Maxwell stresses local to the magnetopause boundary rather than by the propagation of a negative energy wave [see e.g., Walker, 2004]. Indeed, in some cases both the transmitted as well as the reflected waves can be amplified [Walker, 2004]. In the case of linear analyses in uniform media, the negative energy wave and Maxwell stress arguments produce the same results [Walker, 2004]. We emphasise that whichever of these complementary descriptions is adopted, our conclusion remains the same: fast waveguide modes can be efficiently energised by the process of over-reflection. The magnetopause shear flow generating growing K.-H. waveguide modes in addition to the usually considered K.-H. unstable surface mode.

Over-reflection hence offers an efficient mechanism for the extraction of energy from the magnetosheath into waveguide modes on the flanks during periods of fast (> 500 km/s) solar wind speeds. On the flanks the sheath flow approaches the upstream solar wind speed, and this may explain both the peak in FLR occurrence on the flanks and the strong statistical correlations between enhancements in ground-based Pc5 wave power and solar wind speed [Engebretson et al., 1995; Vennerstrom, 1999; Mathie and Mann, 2001; Mann et al., 2004]. Ground-satellite correlative studies have also found evidence of magnetopause fluctuations, global distributions of discrete frequency fluctuations, and large amplitude FLRs during fast solar wind speeds, supportive of the over-reflection hypothesis [Mann et al., 2002; Rae et al., 2005a].

Figure 7, taken from Rae et al., [2005a] shows the power spectra of global scale signatures of ULF waves in the dusk flank magnetosphere from between 0145 and 0315 UT on 25th November 2001. Panel (a) shows the spectra of dynamic pressure from ACE at the L1 point, and from WIND and GEOTAIL in the near-Earth solar wind (accounting for solar wind propagation to the Earth) whilst panel (b) shows the spectra of total velocity and total magnetic field magnitude from Cluster-3 at the duskside magnetopause. Panel (c) shows approximately azimuthal magnetic field ($B_x$) and approximately radial electric field ($E_y$) spectra from Polar at L ≈ 8, appropriate for the expected polarization of a local FLR. Polar was also on the dusk flank and conjugate to the CANOPUS magnetometer array, the Polar transverse electric and magnetic ULF wave fields each showing the near linear polarisation expected close to the resonant field line (see Rae et al., 2005a for more details). Panels (d) and (e) show the total magnetic field spectra from the GOES fleet, and the spectra of the 225-315 keV electron flux channel from the LANL satellites, at geosynchronous orbit, respectively. Panel (f) shows SuperDARN radar line-of-sight velocity spectra from the Prince George (beam 9, range gate 17) and Sarsatoon (beam 9, range gate 17) radars, and finally panel (g) shows the spectra H- and D-component magnetic fields from the Gillam magnetometer. The Cluster observations show repeated magnetopause crossings indicative of magnetopause motion with the same frequency as the FLR characterised on the ground by the CANOPUS magnetometer data, and in-situ by Polar, in the same local time sector. The other magnetospheric data sets also show evidence of the effects of the 1.4-1.6 mHz discrete frequency modes at geosynchronous orbit. The GOES magnetic perturbations show the wave in the same local time sector (GOES 10 and 12), as well as at more distant local times. Finally, the

LANL electron flux observations demonstrate the influence of the discrete ULF wave fields on the fluxes of electrons on closed drift trajectories intersecting the FLR. There is no evidence of this discrete frequency in the solar wind dynamic pressure (panel(a)). Rae et al., [2005a] concluded the agent linking the common period of the magnetopause motion to the FLR was a K.-H. unstable waveguide mode.

![Figure 7. Normalised FFT power spectra of (a) time-lagged solar wind dynamic pressure, (b) Cluster-3 total magnetic field and total ion velocity (c) Polar Ex and By measurements in field-aligned coordinates, (d) GOES azimuthal magnetic fields, (e) LANL electron energy flux in the 225-315 keV range, (f) SuperDARN line-of-sight velocity data from Prince George and Saskatoon radars, and (g) H- and D-component magnetic fields from the Gillam magnetometer all between 0145-0315 UT on the 25th November 2001. The SuperDARN data is not continuous in this time interval and so the FFT spectra in Figure 10f is between 02-03 UT. The grey shaded area denotes the 1.4-1.6 mHz band. Taken from Rae et al., (2005a).](image)

![Figure 8. Similar to Figure 5, but a magnetopause boundary layer is introduced across which the equilibrium flow increases to match that in the magnetosheath. Unstable surface and waveguide modes of this system exist subject to an outgoing boundary condition.](image)
3.3. Absolute and Convective Instabilities

The idea of absolute and convective instabilities applies naturally to waveguides as it describes how a localized initial disturbance propagates along the guide (something that cannot be addressed in a cavity model). As mentioned previously, the energy of the magnetosheath flow has free energy associated with it as does the velocity shear at the magnetopause. The situation for the dusk flank waveguide is shown in Figure 8.

The distinction between an “absolute” and a “convective” instability is illustrated in Figure 9, where a disturbance $f(y, t)$ that is localized in $y$ at $t = 0$ is sketched at subsequent times. The function $f(y, t)$ could represent a localized disturbance on the magnetopause. There will also be some variation of the disturbance in the $x$ and $z$ directions, which takes the form of normal modes. However, the $y$ direction is unique as it is the coordinate along the waveguide, and it is the evolution of perturbations in $y$ that determines the nature of the instability.

In Figure 9a, the wavepacket grows exponentially in amplitude with time and does not propagate significantly in the $y$ direction. Thus if we sit at a fixed $y$ (say, $y_1$) and wait long enough we observe a disturbance that grows with time. This is an absolute instability. A similar situation is shown in (b), except that the unstable wavepacket propagates (conveys) sufficiently rapidly in the $y$ direction that the signal at $y = y_1$ initially increases, but as $t \to \infty$ vanishes. This situation is referred to as a convective instability. These definitions depend upon the frame of reference, and transforming to a frame $y' = y - V_f t$, where the frame velocity keeps up with the wavepacket in (b), would mean an observer in the $y'$ frame sees an absolute instability. There is a well-developed theory of this classification [see Bers, 1983, and references therein].

To apply these ideas to the magnetospheric flanks, we can think of the $y$ direction as being the azimuthal coordinate. The $x$ direction is the radial coordinate, and a Kelvin-Helmholtz surface mode would have an exponentially decaying structure in $x$, and some localized wavepacket structure in $y$. Studies by Wright et al. [2000], Mills et al. [2000] and Manuel and Samson [1993] suggest the surface wave is convectively unstable in the magnetospheric rest frame and has an e-folding length of an $R_E$, soon becoming nonlinear causing broadening of the LLBL and saturation.

When discussing the Kelvin-Helmholtz instability, attention invariably focusses on the surface mode. This is probably because it generally has largest growth rate, and dictates the linear behaviour of the system. However, it is often not appreciated that a system like that in Figure 8 has other (waveguide) modes that may be unstable and draw energy from the magnetosheath flow, thus deserving to be termed “Kelvin-Helmholtz” modes. These waveguide modes have an oscillatory variation with $x$, at least just inside the magnetopause. The stability analysis of these modes by Wright et al. [2000] and simulations by Mills et al. [2000] shows them to be convectively (rather than absolutely) unstable, with an e-folding length in $y$ of about $20 R_E$. Given the extent of the unstable flank magnetopause is about $30 R_E$, it is likely that these modes will not saturate, and will probably be hard to observe. However, they will be suitable for coupling energy into FLRs [Wright et al., 2002] which are observable.

3.4. Dispersion and Propagation of waveguide modes

Once energy has been fed into the fast waveguide modes, much insight into the subsequent behaviour can be gained from ray trajectories. Note that in a waveguide $k_y$ is not

![Figure 9](image-url)

Figure 9. The exponential growth in time of an unstable wavepacket that is localized in $y$ can be classified as “absolutely” or “convectively” unstable depending upon its motion in $y$.

![Figure 10](image-url)

Figure 10. The refraction of a fast mode wavepacket in the flank waveguide (upper panel) may be represented by the indicated ray trajectory, and is associated with a local $k_x(x)$ that vanishes at the “turning point”, $x_t$. On the high Alfvén speed side of $x_t$, resonant mode conversion to Alfvén waves can occur ($x_r$). The lower panel shows three ray trajectories. The average speed with which a ray moves down the guide depends upon the orientation of the wavevector (i.e., the value of $k_y$), and is equivalent to the group velocity of the corresponding waveguide mode [Wright, 1994].

![Figure 11](image-url)

Figure 11. Contour plots of total energy density in a flank waveguide at (a) $t = 20$, and (b) $t = 40$.
quantized (unlike in a cavity), and may take any value. However, the ionospheric boundary conditions quantize the field aligned wavenumber \( k_z \), and boundary conditions at the magnetopause and inner turning point lead to a dispersion relation between the mode frequency and harmonic number in the radial direction [e.g., \( \text{Walker et al., 1992; Wright, 1994} \)]. For example, for a given \( k_y \) and radial mode number we may choose a certain \( k_z \). The dispersion relation will then tell us the mode frequency \( \omega \), and the local wavenumber in \( x \). This process can be repeated for all \( k_y \) and a graph of \( \omega(k_y) \) plotted, which is known as the dispersion curve for that mode. The phase speed of this mode along the guide is \( \omega/k \), and it transports energy and information along the guide at the group velocity \( \partial \omega/\partial k_y \) - the slope of the dispersion curve.

These ideas can be related to localized disturbances (or wavepackets) by considering a disturbance that is dominated by a particular \( k_y \) and \( k_z \). Noting that the dispersion relation determines \( \omega \), the local wavenumber in \( x \) can be deduced from

\[
k^2_z(x) = \frac{\omega^2}{V_A^2(x)} - k_y^2 - k_x^2
\]

where \( V_A(x) \) is the local Alfvén speed. From this equation we see that a radial position \( (x_i) \) may exist for which \( k_z(x_i) = 0 \), and is referred to as the turning point. In the magnetosphere \( V_A(x) \) decreases with radial distance while \( k^2_z \) is negative for \( x > x_2 \). Correlation between the mode frequency and harmonic number in \( x \).

Figure 11 shows energy density contours at \( (a) t = 20 \) and \( (b) t = 40 \). The push on the magnetopause was confined to \( 0 < y < 0.2 \). Two Alfvén waves (each driven by a different harmonic waveguide mode) are identifiable as the increase in energy density near \( y = 0.24 \) and \( x = 0.56 \) which remains in this location. In contrast, the energy density enhancement that moves from \( y = 2.5 \) (a) to \( y = 4.7 \) (b) is associated with a wavepacket consisting of a superposition of waveguide modes that are confined to the low Alfvén speed region of the outer magnetosphere. The dispersion of modes along the waveguide means that a clear oscillatory fast mode signature is unlikely to be seen in satellite data. Simulations of such data in a model waveguide by \( \text{Rickard and Wright} [1995] \) confirmed the absence of a clean fast mode signature (compared to a cavity model, e.g., \( \text{Lee and Lysak} [1989] \)) but the presence of clear and predictable FLRs. Multiple satellite observations have shown evidence for the down tail propagation of waveguide mode wavepackets 

Figure 12. Alfvén pulsation frequency against azimuthal wavenumber for three ‘running pulse’ experiments. \( V_p = 0.35 \) (diamond), 0.7 (squares), and 1.4 (triangles). In the latter two experiments two pulsations are excited simultaneously. The dashed lines have slopes corresponding to phase speeds matching the pulse speed along the boundary.

A useful diagnostic quantity from observations is the azimuthal phase speed of FLRs, which can be measured by ground-based magnetometer chains or radar. Observations show that two or more FLRs may be driven simultaneously and in certain events they share a common azimuthal phase speed [e.g., \( \text{Ziesolleck and McDiarmid, 1994; Mathie and Mann, 2000a} \)]. Whether or not this phase speed is common to FLRs may be used to learn something of the nature of how energy enters the magnetospheric waveguide. The simulations of \( \text{Rickard and Wright} [1994, 1995] \) were driven in a fashion that mimics a solar wind pressure pulse. Similar results were also reported in \( \text{Wright and Rickard} [1995] \) where the guide was chosen such that two waveguide modes (with different radial harmonic number) would couple to two different FLRs. These results showed that the azimuthal phase speed of the two driven FLRs were different to one another. When the driving condition was changed so that a pulse ran along the boundary with speed \( V_b \), it was found that the
FLRs occurred in the same positions and with the same frequencies as before, but that now the azimuthal phase speeds of the FLRs are identical. These results are summarized in Figure 12 for three different pulse speed, $V_b = 0.35, 0.7, 1.4$ which are associated with the phase speed shown by dashed lines. The $\omega(k_x = 0)$ frequencies of the FLRs are 1.37 and 2.39, and their $k_x$ values are equal to $\omega/V_b$.

The other mechanism thought to operate for exciting waveguide modes is the Kelvin-Helmholtz over-reflection process [Walker, 1998; Mann et al., 1999], which is likely to occur for high solar wind speeds [exceeding 500 kms$^{-1}$, Engbrotson et al., 1998] on the flanks. Mills and Wright [1999] considered a waveguide bounded by a flowing semi-infinite magnetosheath as shown in Figure 8. For a given radial harmonic, the growth rate depends upon $k_y$, and its $\omega$ frequency, which are associated with the phase speed shown by dashed lines. The $\omega(k_x = 0)$ frequencies of the FLRs are 1.37 and 2.39, and their $k_x$ values are equal to $\omega/V_b$.

3.5. Driven Field Line Resonances

The energy extracted from the solar wind by the excitation of waveguide modes can end up in range of sinks. Some of the energy is lost as the waveguide modes propagate down-tail, however, the low-$m$ waveguide modes with low down-tail group speeds can act as coherent drivers for discrete frequency FLRs. The energy transfer between the fast compressional waveguide modes and FLRs is un-directional, Poynting flux being transferred from the waveguide mode into the resonance from both higher and lower L-shells (x in the cartesian box model) [Zhu and Kivelson, 1988]. Once excited, the FLR fields evolve and generate field-aligned currents (FACs), these FACs ohmically dissipating energy in the resistive ionosphere at the ends of the closed FLR field lines [Allan and Knox, 1978; Newton et al., 1979].

Just as for a driven simple harmonic oscillator, the temporal structure of the driven dominantly Alfvénic fields at the resonance are determined by a combination of the directly driven response of the FLR and the oscillation of the FLR fields at their natural frequencies [e.g., Allan and Poulier, 1989; Wright, 1992; Mann et al., 1995]. The waveguide mode response to any solar wind driver, whether it be a solar wind impulse, buffeting, or through magnetopause K-H instability, will have a finite lifetime as the mode propagates away down the tail. This time-limited waveguide mode driver dominates the early-time evolution of the FLR; however, as the driver decays at the fixed magnetopause location of the FLR fields, the FLR evolution becomes increasingly dominated by the local natural oscillation of the field-aligned standing Alfvén waves at the resonance. Any longer-lived, multiple, or more continuous excitation of FLR fields can be understood by considering a temporal superposition of the coupled waveguide mode-FLR evolution described below.

Even a single frequency fast waveguide mode will act as a driver with a finite bandwidth if it has finite lifetime. The resulting field line resonance envelope can be calculated by

$$\Delta L = \left( \frac{d\omega_A(L)}{dL} \right)^{-1} \Delta \omega.$$

where $\Delta L$ is the width of the FLR envelope, and $\Delta \omega$ is the driver’s bandwidth. In a box model the envelope width $\Delta x$ is given by

$$\Delta x = \left( \frac{d\omega_A(x)}{dx} \right)^{-1} \Delta \omega.$$

If the driver is damped, this will also enhance the bandwidth. The smaller the number of wave periods the waveguide mode acts as a coherent driver over, either due to energy loss from FLR excitation or other losses, the broader the bandwidth of the driver. Mann et al. [1995] argue using numerical time-domain simulations that the driver bandwidth determined in this way accurately determines the overall width in L of the resonance which is excited. These ideas suggest that only low-amplitude and broad toroidal FLRs will typically be driven in the near-noon magnetosphere where the magnetopause is expected to be leaky (cf. Figure 6). Flank local times, in the perfectly reflecting or over-reflecting regions, are expected to support higher quality factor waveguide modes which will drive FLRs that have a narrow width in L.

Within the resonance, each excited field line eventually oscillates independently at the local standing Alfvén frequency $\omega_A(x)$. Over time, an initially spatially coherent structure develops spatial structure across L-shells (or x) which narrows with time $\propto t$ - a process known as phase mixing [Mann et al., 1995]. For a driven toroidal mode FLR, the effective local wavenumber $k_x$ increases in time, and can be estimated by

$$k_x(x,t) = \frac{d\omega_A(x)}{dx} t.$$

This can be used to define a phase mixing length, the local cross-L spatial scale developed at any time $t$, [e.g., Mann et al., 1995], as

$$L_{ph} = \frac{2\pi}{k_x(t)} = \frac{2\pi}{\omega_A'(x)t},$$

where $\omega_A'(x) = d\omega_A(x)/dx$ is the local Alfvén frequency gradient. Numerical simulations by Mann et al., [1995] demonstrate that the FLR radial (cross-L) scales can be accurately estimated using equation (6). Equation (6) can also be used in numerical simulations to ensure that the fields are being fully resolved by the simulation grid, especially in the critical FLR region. This is important to ensure that energy is not unphysically returned to the fast mode from the FLR due to inadequate resolution of FLR structure [see e.g., the discussion in Mann et al., 1997b.]

Of course, phase mixing cannot proceed forever, not least because the energy in the Alfven waves is ohmically dissipated by the ionosphere. This generates an upper limit to the phase mixing lengths which can be generated by an evolving FLR. Dynamically, ionospheric dissipation limits the FLR spatial scales to $\sim L_I$, where $L_I$ can be determined by the
Figure 13. Initial value problem simulation of the development of driven FLR fields in a 1-D magnetosphere bounded by perfectly reflecting magnetopause and inner boundary. Cavity/waveguide mode fields propagate across the box and drive an FLR at \( x = 0.22 \). Energy accumulates there (panel (a)), and azimuthal (\( y \)) FLR displacement shows the development of \( L_{ph} \propto t^{-1} \) (panel (b)). From Mann et al., [1995].

The combination of the overall width of the FLR, developed due to the bandwidth of the driver, and the internal structure developed by phase mixing, typically limited to \( L_I \) by ionospheric conductivity, generate the possibility for FLRs to contain internal structure [e.g., Southwood and Hughes, 1983]. If it is possible, within the FLR lifetime, for \( L_{ph} \) to reach kinetic scales (such as a hot ring current ion gyro-radius) which are larger than \( L_I \), then kinetic effects will also limit the radial width of the FLR.

3.6. FLR Latitudinal Phase

Universal solutions can be derived close to the resonance which demonstrate the relationship between the FLR phase motion and the direction of the local Alfvén frequency gradient [Wright and Allan, 1996]. In the outer magnetosphere, the local standing Alfvén frequency gradient \( d\omega_A/dL \) is generally negative and results in poleward phase advance of the FLR. From Rankin et al., [2005].
FLR fields. However, in the vicinity of the plasmapause, a steep density gradient can result in $d\omega_A/dL$ becoming positive, and is associated with equatorward phase motion. Such behavior has been observed in radar data [Nielsen and Allan, 1983] and magnetometer data [Dent et al., 2005]. The latter example being rare, probably because of the large separation between magnetometer stations compared to plasmapause width.

Since the phase mixing Alfvén waves within FLRs generate strong FACs, the internal structure of FLRs can typically contain a number of upward and downward FAC elements. On field lines in the auroral zone, intense upward FAC elements are believed to be related to downward auroral electron acceleration. This cements a link between FLR fields and the potential acceleration (or at least modulation) of auroral electron precipitation on closed field lines in the outer magnetosphere (see section 5), a link which is well-established observationally based on magnetic and optical observations for low-$m$ closed field line FLRs including through their poleward phase propagation characteristic [e.g., Samson et al., 1991; 1996; Rae et al., 2005b].

Plate 1 [taken from Rankin et al., 2005] shows the temporal evolution of east-west aligned discrete auroral arcs on 29th October 1998. Arcs periodically reform at the equatorwards edge before propagating polewards across the field-of-view (FOV). The bottom panel shows a keogram constructed from slices through the all-sky-imager FOV, demonstrating the clear polewards phase propagation expected of this $\sim 5\text{mHz}$ FLR. An extensive analysis of this an similar FLR events [e.g., Streltsov and Lotko, 1997; Streltsov et al., 1998; Rankin et al., 1999, 2005] demonstrate a strong argument in favour of a causal connection between discrete auroral arcs and discrete closed-field line FLRs.

Typically, the flank waveguide is excited by sources in the solar wind generating waveguide modes which propagate anti-sunward (cf. section 2.1). However, on stretched field lines at northern auroral latitudes on the flanks one can also imagine the possibility that tail processes might excite compressional modes in the flank waveguide which propagate sunward rather than anti-sunward. Mathews et al., [2004] argue that in this case, the additional Alfvén wave propagation time from the equatorial plane to the ends of these stretched closed field lines can generate FLRs whose phase is reversed into an equatorward propagation. Plate 2 [from Mathews et al., 2004] shows meridian scanning photometer observations of equatorward propagating discrete arcs on the dusk flank. Using magnetic and optical observations of these sunwards propagating discrete arcs, Mathews et al., [2004] demonstrate how field line stretching can generate the observed equatorward arc propagation away from the poleward edge of the auroral oval consistent with Plate 2.

4. Waves in the Magnetotail Waveguide

Satellite observations of MHD waves in the magnetotail indicate the presence of fast waveguide modes [e.g., Elphic
tone et al., 1995] and Alfvén waves on both the lobe and PSBL field lines [e.g., Wygant et al., 2000; Kesling et al., 2005]. When these field lines are mapped to the ground it is
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**Figure 15.** (a) The dispersion relation for a fast waveguide mode (of given $k_\parallel$) is shown, as the curved line, along with that for Alfvén waves on a particular field line. The point of intersection identifies the frequency and parallel wavenumber of Alfvén waves that will be excited on that field line (straight line). (b) The group velocity of the fast waveguide modes is found from the slope of the dispersion diagram in (a).

![Figure 16](image2.png)

**Figure 16.** Ray trajectories of fast modes from the centre of the plasma sheet ($z = 0$) towards the magnetopause ($z = 1$) for different wavenumbers is shown in the upper panel (only the northern half of the magnetotail waveguide is shown). The lower panel considers an initial, localized source of fast mode energy to be a superposition of waveguide modes having a range $k_\parallel$ values. One particular $k_\parallel$ component is shown propagating along the guide with speed $V_{g\parallel}$, and coupling to an Alfvén wave.
thought that the waves can modulate electron precipitation and auroral emissions [e.g., Samson et al., 1991; Wright et al., 1999], since current densities can be a few $\mu$A/m² in the ionosphere. Indeed, Lyons et al. [2002] suggest the auroral poleward boundary intensifications are produced by large-scale ULF oscillations in the magnetotail. Some of these studies indicate that the waves are associated with a global reconfiguration of the tail as evidenced by the presence of bursty flows and substorm activity. These may serve to release energy into the waveguide modes.

4.1. Equilibrium Tail Waveguide

Figure 14 shows a simple model of the tail waveguide. A dense warm plasma sheet is bounded by open low-density lobe field lines. The transition between the two occurring over the PSBL where a strong variation in Alfvén speed exists. Beyond the tail lobes lies the fast flowing magnetosheath. Note that this velocity shear is stable for fast flows and has a turning point ($x_t$) which confines it to the center of the tail. This is shown as the stripped region in Figure 16 for a given $k_1$ component. However, since a waveguide supports a continuum of $k_1$ values, we can repeat the above analysis for a range of $k_1$. The result is that Alfvén waves are excited in the lobe and PSBL with frequencies $(\omega_A(z))$ and wavenumbers $k_{1A}(z)$ as described above. Indeed simulations of this system [Allan and Wright, 1998; 2000] are neatly interpreted using this theory, as are observations [Wright et al., 1999].

Figure 17 show results of simulations taken from Allan and Wright [2000] for a small value of $k_1$ that allows us to decompose the waves’ energy density in to (approximately) $E_F$ and $E_A$ associated with the fast and Alfvén modes. The top panel is a contour plot of $E_F$, and the lower panel of $E_A$. Only the northern half of the tail is shown. There is a uniform lobe region $0.2 < z < 0.5$, and the PSBL main Alfvén variations is between $0.1 < z < 0.2$. The initial wave energy was injected as a fast mode through the $z = 0$ boundary over $0 < x < 0.48$, and the figure shows the state at a much later time following wave coupling.

In Figure 17 note that $E_F$ is concentrated in plasma sheet (see ray 3 in Figure 16) and travels along the guide more slowly than the Alfvén waves which run ahead - particularly in the high Alfvén speed lobe.

In the tail waveguide there are no special “resonant field lines”, but rather a layer of PSBL and lobe field lines on which Alfvén waves are excited, as is evident in the lower panel of Figure 17. On a given field line $(z)$ the location of the Alfvénic disturbance that is excited is predicted in terms of distances travelled from the source based upon the speeds $V_{g\parallel}(k_1)$ and $V_A(z)$. The phase of the Alfvén waves will depend upon $(x, z)$ and $t$. If the source is at $x = z = t = 0$, the simulations show the phase is simply given by

\[ \phi = k_{1A}(z)x - \omega_A(z)t \]  

(7)
to an excellent approximation. This accounts for the almost plane Alfvén wave seen in the lobe $(x > 3)$ and strong phase mixing of Alfvén waves in the PSBL $(0.1 < z < 0.3)$.  

Figure 17. Contour plots of a snapshot of fast (upper panel) and Alfvén (lower panel) energy densities for the northern half of the magnetotail following the earlier injection of fast mode energy in the vicinity of $(0,0)$.  

\[
V_{g\parallel}(k_1) = V_A(z) = \frac{\omega_A(z)}{k_1A} = \frac{\omega}{k_1}
\]
The phase structure in the above equation evidently corresponds to propagation in \( x \) (i.e., earthward). Wygant and Wright [2000] note that the large propagation speeds in the tail means a near-earth satellite will almost certainly see not only the earthward propagating wave, but also a wave reflected from the ionosphere. If there is efficient reflection of the incident wave, the superposition would be observed to have a local standing structure. However, if ionospheric reflection is poor, predominantly earthward propagation will be observed. This raises the possibility of PSBL and lobe waves being used to understand details of Alfvén wave energy loss, such as due to Pedersen currents and electron energization (see Section 5).

Recent observations by Keiling et al. [2005] [furthering those reported by Wygant et al., 2000, 2002 and Keiling et al., 2001] show that near-earth spacecraft throughout most of the tail lobe see good reflection of the incident Alfvén wave, resulting in a standing wave with a net Poynting flux close to zero. These waves have a large perpendicular scale, and evidently suffer little energy loss between the spacecraft and the earth. As the poleward edge of the PSBL is approached, spacecraft see just earthward propagating Alfvén waves, indicating substantial energy loss to the ionosphere. A significant component of this energy loss may occur as a result of energy conversion into field-aligned motion of auroral electrons [see Section 5 and Wygant et al., 2002; Wright et al., 2003].

The character of Alfvén waves in the PSBL itself is intriguing: They are generally of much larger amplitude than those in the lobe and have much smaller (‘phasemixed’) perpendicular scales, as well as exhibiting a variety of propagation characteristics. Long period waves (40-300 s) can be classified as either earthward propagating (most commonly) or standing (occasionally), with most Poynting flux directed earthward and indicating energy loss earthward of the spacecraft. In the period range 40-67 s clear examples of well-phasemixed standing waves were found. Whereas waves with periods between 6-24 s showed independent wave packets propagating both earthward and tailward. These waves, and those reported by Elphinstone et al. [1995] and Wright et al. [1999] all followed substorm onset.

4.3. Latitudinal Structure

Tracing the lobe and PSBL field lines to the ionosphere maps the \( z \) coordinate on to the latitudinal coordinate, and allows us to study the latitudinal structure of ionospheric signatures. For example, Wright et al. [1999] show how the phase speed in \( z \) and the local phase mixing length in \( z \) are both inversely proportional to \( dV_A/dz \). This means that in the PSBL (where \( dV_A/dz \) is large) strong phase mixing will produce small scales in \( z \) and lead to large field-aligned currents here, which may produce optical auroral displays. The phase velocity of these features will be equatorward, according to this theory.

These features are evident in the meridian scanning photometer data in Plate 3, which is taken from Wright et al. [1999]: The enhanced emissions centered on 70° have local times 0100 – 0300 hours and map to the PSBL. Note that the emissions at higher latitudes take the form of a fainter tail attached to the PSBL emissions, but have a much larger latitudinal phase velocity and lower intensity than those associated with the PSBL. This can be understood from the theory, since the higher latitude emission tail will be on lobe field lines where \( dV_A/dz \) is smaller. This will result in a larger local phase mixing length, weaker field aligned currents, less auroral brightening, and a much larger latitudinal phase speed. The degree of phasemixing depends upon when and where the waves are observed. Wright et al. [1999] show the phase velocities and period of auroral brightenings are in good agreement with a wave source 35 \( R_E \) downtail. These type of auroral enhancements are very similar to those reported by Lyons et al. [2002] who placed them on field lines poleward of the plasma sheet, and found they were correlated with bursty flows in the tail.

5. Alfvén Wave Energy Budget

Alfvén waves, whether on dayside or nightside field lines, have a current circuit associated with them. When the current flows through the ionosphere, in the form of a Pedersen current, there will be Ohmic dissipation. Indeed, this is generally thought to be the principal mechanism through which the waves are damped [Allan and Knox, 1979; Newton et al., 1979].

As the ionosphere is approached the converging magnetic field geometry intensifies the field-aligned current density \( j_\parallel \) to several \( \mu \text{A m}^{-2} \). These currents are carried mainly by electrons streaming along the field lines \( v_{\|} \), and a large \( j_\parallel \) requires a large \( v_{\|} \). Indeed, it is the energy of these electrons that is responsible for producing the optical aura. The necessity of electron acceleration is beginning to identify common physics in the traditionally separate areas of auroral acceleration and ULF waves.

5.1. Electron Dynamics

Early studies of ULF waves employed single fluid MHD (in which the electron mass is neglected). Recognition of the importance of electron dynamics has led to a number
of studies recently in which the two-fluid approximation has been employed [e.g. Strelkou and Lotko, 1997; Rankin, this issue, and references therein; Wright et al., 2002], and enables processes such as electron energization to be investigated.

Rönmark [1999] and Wright et al. [2002] show how the converging field geometry leads to an acceleration region of roughly 1Re extent lying above the F-region on upward current (downgoing electron) field lines. The electrons will have energies of a few keV, meaning that they cross the accelerator region in 1 s, which is much less than the period of a Pc5 wave. Thus the fields are approximately steady, and much of the steady-state auroral acceleration literature may be of interest [Wright, 2005, and references therein].

Quasi-steady auroral electron acceleration has received much attention for both upgoing and downgoing electron sections of the current circuit [e.g., Knight, 1975; Rankin et al., 1999; Vedern and Rönmark, 2005; Boström, 2003; Cran-McGreehin and Wright, 2005] using the Vlasov equation. Other studies have employed particle-in-cell and hybrid schemes [Damiano and Wright, 2005; Watt et al., 2004].

5.2. Observations

Recent observations have shown that our view of a ULF wave depends upon how we choose to observe it. For example, Scofield et al. [2005] show how the latitudinal scale in radar data can be several 100 km, while in FAST data the same event has structure at 50 km. The latter scale is roughly 10λe, where λe is the electron inertial length (λe2 = me/c2) and is 5 km for n = 1 cm−3. If the perpendicular scale of the wave is several λe, we can expect that electron mass will start to become important.

Chaston et al. [2002] showed that the energy flux density carried by electrons at FAST can be similar to the Poynting vector. Whilst Vainads et al. [2003] found the downgoing Poynting vector at Cluster (when mapped to the ionosphere) was the same as the electron energy flux density recorded by DMSP. These studies suggest that a significant amount of Alfvén wave energy can be expended in accelerating electrons compared to the traditional Joule heating mechanism.

5.3. Alfvén Wave Damping

Wright et al. [2003] showed that if the latitudinal scale in the ionosphere (λ) is equal to λe, then there is equipartition between magnetic and electron kinetic energy densities. Observations suggest λ/λe ∼ 5−100, meaning that little energy resides in the electrons. However, the electrons travel at high speeds at the B/n peak, and so the kinetic energy flux density can be significant. Wright et al. [2003] calculated the ratio of electron energy flux density to the Poynting vector. In terms of the length scale λ0, where

\[ \lambda_0^3 = \frac{b \Sigma_p m_e}{2 \mu_0 n e^3} \]  

(8)

Joule dissipation dominates when λ > λ0, and electron energization dominates when λ < λ0. (Σp is the height integrated Pedersen conductivity, b is the azimuthal magnetic field perturbation above the ionosphere, and n is the magnetospheric number density.)

Evidently as λ decreases, current densities increase and \( \nu_{\|} \) increases. For a typical fully phased mixed FLR (λ ∼ 25 km at the ionosphere) electrons represent a sink of energy for the Alfvén wave that exceeds Joule heating by a factor of 3. Figure 18 shows how the Poynting vector lies along contours of electric potential (in a quasi-steady Alfvén wave carrying an upward current). The contours are U-shaped, which is familiar from auroral acceleration work. The Poynting vector directs energy into the region where electrons are accelerated, from which it emerges as electron kinetic energy. In the downward current region cold ionospheric electrons will be accelerated upward, and will drain energy from the Alfvén wave at a similar rate to that of the downgoing electrons in Figure 22.

6. Summary

In this review we have examined how ULF wave eigenmodes of the outer magnetosphere can be used to understand a wide range of solar-terrestrial coupling phenomena. The concepts of waveguide modes driving field line resonances have been remarkably successful in explaining the observed properties of ULF modes both on closed field lines on the dayside and flanks of the magnetosphere, as well as in the magnetotail on effectively open field lines mapping to the poleward edge of the nightside auroral oval.

There is increasing evidence that the energy transported by ULF waves within the magnetosphere is dynamically important for a range of processes. In this review we have demonstrated the important role played by ULF waves in transporting solar wind energy into the dayside magnetosphere, and coupling energy initially stored in the magnetotail from the tail into nightside auroral emissions. These ULF processes provide a pathway for the deposition of energy in the ionosphere either by ohmic dissipation or through the acceleration of auroral electrons and excitation of optical auroral arcs. Greenland and Walker [1980] argue that ULF FLR ohmic energy dissipation in the ionosphere is at least as important as that dissipated during a small substorm per unit area per unit time. Similarly, recent studies of Earthward directed Alfvén wave Poynting flux in the PSBL in association with auroral arcs [e.g., Wygant
et al., 2000; Keiling et al., 2002] have demonstrated that ULF wave energy transport is likely one of the dominant processes for magnetosphere-ionosphere energy transport in the magnetotail. Indeed a dynamic view of the substorm current wedge is in terms of field aligned currents carried by ULF Alfvén waves propagating between the reconnection site and the ionosphere. Given the sometimes large amplitudes of Pc5 ULF wave electric fields in the equatorial plane, ULF waves have also been suggested as a component of the elusive MeV electron acceleration process [e.g., Rostoker et al., 1998; Mathie and Mann, 2000b; Elkiniong et al., 2003; Mann et al., 2004] which energises the outer radiation belt (see e.g., Friedel et al., 2002; or O’Brien et al., [2003] for reviews of radiation belt dynamics).

The magnetospheric waveguide paradigm has met with remarkable success in explaining the ULF eigenmode structure in the outer magnetosphere. While some questions remain, notably further examination of the mechanisms by which these cavity/waveguide modes are excited, the paradigm offers a solid basis for future investigations of the dynamical effects of ULF wave fields on magnetospheric processes including energy transport and energetic particle-ULF wave interactions in the auroral zone and Van Allen belts.
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